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Abstract. In this paper we present a generalized description of the Grover

operator, employed in a quantum database search algorithm. We will discuss

the relation between the original and generalized operators as well as we will

show the optimal setting of parameters used in the Grover operator leading to

a single iteration during a database search.

1. Introduction

L. K. Grover published his fast database searching algorithm first in [1] and [2]
using the diffusion matrix approach to illustrate the effect of the Grover operator,
that took O(

√
N ) iterations to carry out the search, which is the optimal solution,

as it was proved in [3]. Boyer , Brassard, Hoyer and Tapp [4] enhanced the original
algorithm for more than one marked entry in several number of identical solutions in
the database and introduced upper bounds for the required number of evaluations.

After a short debate Bennett, Bernstein, Brassard and Vazirani gave the first
proof of the optimality of Grover’s algorithm in [5]. The proof was refined by Zalka
in [6].

Later the rotation in two dimensional state space (with the bases of separately
superpositioned marked and unmarked states) SU(2) approach were introduced by
Aharonov in [7]. Within this book we followed this representation form according
to its popularity in the literature.

During the above mentioned evolution of the Grover algorithm a new quest
started to formulate the building blocks of the algorithm as generally as possible.
The motivations for putting so much effort into this direction were on one hand to
get a much deeper insight into the heart of the algorithm and on the other hand to
overcome the main shortcoming of the algorithm, namely the sure success of finding
a marked state can not be guaranteed. In [8] the authors replaced the Hadamard
transformation with an arbitrary unitary one. The next step was the introduction
of arbitrary phase rotations in the Oracle and the phase shifter instead of π in
[9]. To provide sure success at the final measurement Brassard at all [10] run the
original Grover algorithm, but for the final turn a special Grover operator Grover
operator with smaller step was applied. Hoyer et al. [11] gave another ingenious
solution of the problem. They modified the original Grover algorithm and the initial
distribution.

To give another viewpoint Long at al introduced the three dimensional SO(3)
picture in description of Grover operator in [12]. The achievements were summa-
rized and extended by Long [13] and an exact matching condition was derived for
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multiple marked states in [14]. Unfortunately the SO(3) picture is less picturesque
and it misses the global phase factor before the measurement. In normal case it
does not cause any difficulty because measurement results are immune of it. How-
ever, if it is planed (we plan) to reuse the final state of the index register without
measurement as the input of a further algorithm (operator), it is crucial to deal
with the global phase. Therefore, Hsieh and Li [15] returned to the traditional
two dimensional SU(2) formulation and derived the same matching condition foe
one marked element as Long achieved but they saved the final global phase factor.
One important part of these solution, however, was missing. Namely, they required
that the initial sate should fit into the two dimensional state space defined by the
marked and unmarked states. This gives large freedom for designers but encumber
the application of the generalized Grover algorithm as a building block of a larger
quantum system.

Therefore another very important question within this topic proved to be the
analysis of the evolution of Grover’s algorithm when it is started from an arbitrary
initial state, i.e. the amplitudes are either real or complex and follow any arbitrary
distribution. In this case sure success can not be guaranteed, but the probability of
success can be maximized. Biham and his team first gave the analysis of the original
Grover algorithm in [16], [17]. In [18] the analysis was extended to the generalized
Grover algorithm with arbitrary unitary transformation and phase rotations.

Within this paper we combined and enhanced the results for generalized Grover
search algorithm in terms of arbitrary initial distribution, arbitrary unitary trans-
formation, arbitrary phase rotations and arbitrary number of marked items to build
a method to construct an unstructured data base search algorithm which can be
included inside a quantum computing system. Because its constructive nature this
algorithm is capable to get any amplitude distribution at its input, provides sure
success in case of measurement and allows to connect its output to another algo-
rithm if no measurement is performed. Of course, this approach assumes that the
initial distribution is given and it determines all the other parameters according to
the construction rules. However, readers who are interested in applying a prede-
fined unitary transformation as the fixed parameter should settle for a restricted
set of initial states and suggested to take a look at [15].

Grover´s data base search algorithm assumes the knowledge of the number of
marked states, but it is typical that we do not have this information in advance.
Brassard et al. [19] gives the first valuable idea how to estimate the missing number
of marked states, which was enhanced in [10] and traced back to a phase estimation
of Grover operator.

A rather useful extension of the Grover algorithm when we decided to find min-
imum/maximum point of a cost function. Dürr and Hoyer suggested the first sta-
tistical method and bound to solve the problem in [20]. Later based on this result
Ahuya and Kapoor improved the bounds in [21]. A further beneficial exertion pos-
sibilities of the Grover algorithm can be employed in Telecommunication field. The
present authors introduced the Grover database search based multiuser detection
in WCDMA environment in [22], [23], and [24].

Recently Grover emphasized in [25] that the number of elementary unitary op-
erations can be reduced which lunched a new quest for the most effective Grover
structure in terms of number of basic operations.
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The rest of the paper is organized as follows. In Section 2. the original Grover
quantum database search operator (G) is reviewed. In Section 4. we introduce the
generalized Grover operator (Q) wherefor an example is shown in Section 5. The
paper is closed with a final conclusion in Section 6.

2. Basic Grover Algorithm

Consider a large unsorted database, which contains N entries, to find the desired
value with any classical algorithms would need at least O(N ) steps.

2.1. The Searching Algorithm. Grover’s quantum searching algorithm (G) con-
sists of four simple operations: an Oracle followed by a Hadamard-, a controlled
phase-, and a Hadamard-transformation again, as depicted in Figure 1. In the next
sections we bring up the main behavior and functionality of G, apartly.

G

O

H Controlled
phase shifter

H...
...

...
...

...

|q〉

|r〉

Figure 1. Sketch of Grover’s database search circuit

2.1.1. The Oracle. Let us consider a database with N = 2n entries, a quantum
index register |r〉 containing all the index values of the database in a quantum
superposition and a black box, the so called Oracle. Grover’s gorgeous brainchild
was to implement a binary function f(x) in the Oracle, with the property

(1) f(x) =







1 if the entry belonging to index x matches
the searched item

0 otherwise,

x = 0, 1, . . . , (N − 1). The function in (1) can have the value 1 either at a single
or multiple values of x, depending on how many identical searched entries in a
particular database exist. Entries, which are solutions for the search problem are
called marked states according to the literature and ones which do not lead to a
solution are referred as non marked states.

Invoking the Oracle (O) with the following computation rule (see Fig. 2) :

(2) |x〉|q〉 O7→ |x〉|q ⊗ f(x)〉,

where |x〉N and |q〉 =

(

|0〉−|1〉√
2

)

are the wanted n = ldN qubit vector basis state

(i.e. the index in question) and an auxiliary one qubit state, respectively, the output
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of the oracle will act as (see also the Deutsch-Jozsa algorithm in Sec. xx.)

|x〉
( |0〉 − |1〉√

2

)

O7→







|x〉
(

|0〉−|1〉√
2

)

for x, whose entry

is not in the database

−|x〉
(

|0〉−|1〉√
2

)

for x whose entry

can be found in the
database,

or in more common compact mathematical form

(3) |x〉 O→ (−1)f(x)|x〉,
where |q〉 does not change during the algorithm and can be neglected henceforth.

- -�� ��
?

f(x)

?

XOR- -

|q〉 = 1√
2

(|0〉 − |1〉)

n qubit input |r〉

Figure 2. Inside in the Oracle O

The input state of the index register |r〉 feeded to the Oracle is assumed to be
an equal superposition state of all the possible indexes

(4) |r〉 = |γ〉 , H⊗n |0〉n =
1√
N

N−1∑

x=0

|x〉,

where H⊗n

denotes the n-bit Hadamard-transformation whereas |0〉n = | 0 · · · 0
︸ ︷︷ ︸

n

〉.

|γ〉 is depicted in Fig. 3. Let x = y denote the index of the marked entry, whose
amplitude is drawn with thick line in the figure.

-

6 6 6 6 66. . .

1√
N

N
︷ ︸︸ ︷

0 1 y N − 1
x

Figure 3. The equal superposition input state |γ〉

Equation (3) can be interpreted as f(x) flips the sign of the amplitude of the
marked state(s) and let the others unaltered (see Fig 4). One can express the
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strategy of the Oracle according to the equation (4) in operator formalism such as

(5) O , I − 2|y〉〈y|,
where (|y〉〈y|) stands for the outer product of marked state |y〉 as well as I denotes
here the N dimensional identity matrix.

- x

6 6

?

6 66. . .

1√
N

N
︷ ︸︸ ︷

Figure 4. The input state |γ〉 after invoking the Oracle

As an example, let the third state be marked (y = 2) in an n = 2 qubit quantum

index register, i.e. |y〉 =
[
0 0 1 0

]T
. Substituting |y〉 into (5) the matrix Oy

representing the Oracle can be calculated as

Oy=2 = I − 2







0
0
1
0







[
0 0 1 0

]
= I − 2







0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0







=







1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1






,(6)

which corresponds to the amplitude flip depicted in Fig. 5.

2.1.2. Another phase reflection – Inversion about the average. The Oracle followed
first by an n-dimensional Hadamard-gate (H), whose output qubits feed a Con-
trolled Phase Shifter (P), defined as

P , (2|0〉〈0| − I) .

P changes the sign of all computational basis states except for x = 0. The final
operation is again a Hadamard-gate (H). The Hadamard-gates and the controlled
phase shifter inverts the output of the Oracle about its average. Hence the whole
Grover iteration can be formulated as

(7) G , HPHO = (2H|0〉〈0|H −HIH)O,
where I refers to the N -dimensional identity operation again, which together with
the property of an unitary and Hermitian operator H = H† = H−1 simplifies HIH
to I. Utilizing expressions (4) and (5), equation (7) becomes

(8) G = (2|γ〉〈γ| − I)O = (2|γ〉〈γ| − I) (I − 2|y〉〈y|) .
Generally, the second phase rotation operation is denoted by Uγ = (2|γ〉〈γ| − I),

where |γ〉 =
[

1/
√
N 1/

√
N · · · 1/

√
N
]T

form (4), hence
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Uγ = 2









1√
N
1√
N
...
1√
N









[
1√
N

1√
N

· · · 1√
N

]

− I

=








2
N

− 1 2
N

· · · 2
N

2
N

2
N

− 1 · · · 2
N

...
. . .

...
2
N

· · · 2
N

2
N

− 1







.(9)

One may apply the operation Uγ on a vector |a〉 =
[
a0 a1 · · · aN−1

]T
and

observe the amplitude of the kth basis state

〈k|Uγ |a〉 = a0
2

N
+ a1

2

N
+ · · · +

(

ak
2

N
− ak

)

+ · · · +

+ aN
2

N − 1
=

= 2
1

N

N−1∑

i=0

ai − ak = 2a− ak,(10)

which denotes a subtraction of the yth amplitude from the two times of the average
a as it is depicted in Figure 5. The same observation is applied for every other
l = 0, . . . , N − 1, l 6= y components. In the figure y denotes the marked component
f(x)|x=y = 1, and l the undesired ones, where f(x)|x=l = 0, respectively. It is
noticeable, as a result of the inversion on the average a, the probability amplitude
belonging to wanted index y increases, whilst the amplitudes of other indexes fall
off.

Invoking G several times, the algorithm amplifies the amplitude of the marked
state and suppresses those for unmarked ones. If the probability amplitude of the
marked state takes the value 1, equivalently the values of others vanish, because
∑

i |ai|2 = 1. This process is called in the quantum world ”Amplitude Amplifica-
tion”. However, the basic Grover algorithm can not guarantee that we can reach
exactly ay = 1.

6 6

?

6 66. . .

6

?

y

l

y′

l′

a

2a

Figure 5. Inversion of the amplitude of a marked index y and the
unmarked one l on the average a
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6 6 6 6. . .

6

6

y′

l′
a

2a

Figure 6. Probability amplitudes of a marked component y and
an unmarked one l after the Oracle operation

2.2. Required Number of Iterations Multiple Marked States. As we dis-
cussed earlier amplitude amplification in Grover algorithm can not provide a sure
success measurement of the marked index (i.e. ay = 1), because ay does not con-
verge to 1, instead it is a periodical function of the iteration steps. For that reason
one should be able the predict the required number of iterations, which signifies:
How many times should the Grover operator (G) be applied to get ay as close as
possible to 1? For this purpose we introduce a special geometrical description, by
means we could also exploit an answer for databases with multiple marked entries
(M > 1).

Let us form two basis state vectors from the marked and unmarked states as

|α〉 ,
1√

N −M

∑

x∈S

|x〉,(11)

|β〉 ,
1√
M

∑

x∈S

|x〉,(12)

S : Set of marked indexes (f(x) = 1)

where (11) sums up the (N − M) states |x〉 that do not lead to a solution of
the search problem and (12) does the same with M indexes |x〉 which lead to it.
Variables M and N refer to the number of marked entries and the total number of
entries in the database, respectively.

6

-���������1

|α〉

|β〉

|γ〉

Ωγ

2

�
��

cos (Ωγ

2 )

sin (Ωγ

2 )

Figure 7. Projection of the initial state |γ〉 on the basis state
vectors |α〉 and |β〉
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The initial state of the index register |r〉 before launching the search in (4) can
be rewritten in the two dimensional space of the basis vectors as

|γ〉 =
1√
N

∑

x∈S

|x〉 +
1√
N

∑

x∈S

,

=

√

N −M

N
|α〉 +

√

M

N
|β〉.(13)

The projections of |γ〉 onto the axes |α〉 and |β〉 are given as

cos

(
Ωγ

2

)

=

√
N−M

N

1
,

sin

(
Ωγ

2

)

=

√
M
N

1
,(14)

as shown in Figure 7. The denominators of (14) correspond to the fact that state
|γ〉 has unit length.

As it was described in the previous subsection the basic Grover’s database search
algorithm consists of two transformations on the index register. The first O flips all
the amplitudes of the marked states which corresponds to a reflection about axis
|α〉 because |β〉 contains only the indexes flipped by the Oracle.

The inversion about the average (HPH) transformation reflects its input state
about |γ〉. Thus one Grover search (G1) iteration agrees rotation of |γ〉 towards
|β〉 with angle Ωγ . Within the frames of this geometrical interpretation our goal
simplifies to rotating the index qregister as close to |β〉 as possible. This interpre-
tation highlights the fact the fewer rotations than the optimal is as bad as more
ones. The optimal number of iterations depends on the initial angle Ωγ/2 between
|γ〉 and |α〉, as well as the number of the marked entries M in the database.

6

-PPPPPPPPPq

���������1



















�

|α〉

|β〉

O|γ〉

|γ〉

G|γ〉

Ωγ

2

�
��

∆





�

Figure 8. Geometrical interpretation of one Grover iteration

The rotation of initial state |γ〉 to the desired state |β〉 after m evaluations of
Grover operator is

(15) Gl |γ〉 = cos

(
2l + 1

2
Ωγ

)

|α〉 + sin

(
2l + 1

2
Ωγ

)

|β〉.
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It’s worth performing a measurement if G l|γ〉 is equal to the state vector |β〉, i.e.

cos

(
2l + 1

2
Ωγ

)

= 0,

which can be transformed to
2l + 1

2
· Ωγ =

π

2
+ iπ,

where i = 0, 1, . . .. The optimal number of iterations is simply

(16) lopti
=

π
2 + iπ − Ωγ

2

Ωγ

.

This result corresponds to the geometrical approach (Fig. 8) because the numerator
represents the angle between the starting state |γ〉 and the final state |β〉 and the
denominator substitutes the rotation step, respectively. Trivially we are forced to
employ as few iterations as possible, therefore mini lopti

= lopt0 . Furthermore, in a
quantum circuit we can apply only integer number of iterations Lopt0 calculated as

Lopt0 =

{
blopt0c if d1 ≤ d2

blopt0c + 1 = dlopt0e if d1 > d2,

where

d1 =

∣
∣
∣
∣

π

2
− 2 blopt0c + 1

2
· Ωγ

∣
∣
∣
∣
,

d2 =

∣
∣
∣
∣

π

2
− 2 blopt0c + 2

2
· Ωγ

∣
∣
∣
∣
.(17)

and bxc denotes the closest integer to x which is smaller or equal to x. It is easy

to see that d1, d2 ≤ Ωγ

2 . This definition of Lopt0 is originated from the geometrical
representation and gives a clear explanation according to Fig. 9. From practical
point of view a more compact form can be introduced:

Lopt0 = INT(lopt0),

where

INT(x) =

{
1 if x > 0.5
0 if x ≤ 0.5.

6

-�
�
�
�
�
�
��

B
B

B
B

B
B
BM

|α〉

|β〉

d1d2
��:

Gdlopt0e|γ〉 Gblopt0c|γ〉

XXy

Figure 9. Visualization of the angles d1 and d2
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In case of M � N

(18) Ωγ ' sin Ωγ = 2

√

M

N
,

yielding from (14), where the optimal number of evaluations is equal to

(19) Lopt0 ' π

4

√

M

N
.

Now, we reached the surprising result Lopt0 = O
(√

M
N

)

. From (16) with i = 0 one

can easily spot the initial angle Ωγ/2 for a single query, which is Ωγ = 60◦. This
leads to a special relation of size of the database N to the number of marked states
M (see Example 1.), which is

N = 4M.

2.3. Probability of Error. Rotating |γ〉 Lopt0 times with angle Ωγ , error may
occur applying a measurement at the end of the database search, if |r〉 does not
attain |β〉 exactly. It still remains a cosine scrap in (15), which is a projection of
Gl|γ〉 on |α〉 describing the probability amplitude of the final state being in the
unmarked basis vector state. Thus the probability of error resulting from basic
Grover’s search algorithm is calculated as

(20) Pε = cos2
(

(2Lopt0 + 1) Ωγ

2

)

,

and the Probability of Success

(21) Ps = 1 − Pε = sin2

(
(2Lopt0 + 1) Ωγ

2

)

.

Since d1, d2 ≤ Ωγ

2 therefore Pε ≤ sin2
(

Ωγ

2

)

. Substituting Ωγ according to (18),

Pε ≤ M
N

. Finally, we have an important remark. Equation (16) highlights the fact
that we have a tradeoff between Pε and Lopti

, because lopt0 is only a local minimum
place of number of iterations. This inspire us to search for the global optimum in
function of i if the accuracy of the measurement is playing more important role than
the number of Grover steps. Fortunately, the generalized Grover search algorithm is
able to guarantee sure success measurement using about Lopt0 iterations. However,
if we are restricted to buy the original Grover quantum search circuit at the grocer’s
it is worth seeking for the global optimum.

3. Several Remarks on the Proportion of Marked States and the

Size of the Database

In previous subsections it was introduced a proportion
√

M/N between the
number of marked states M and the dimension of search space N , that makes a
significant contribution to the effectiveness of the search algorithm. The initial
state |γ〉 according to (14), the angle of rotation Ωγ as well as the required number
of iterations lopti

from (16), which include the speed and the performance Pε of the
search in (20), are all depending from this ratio. The larger it is the less is Ωγ and
larger is l as depicted in Fig. 11 and 12. Consequently, finding a slight number
of marked entries in a huge database, the initial state may converge to |β〉 with
higher accuracy but at the cost of more iterations, keeping off the oscillation about
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it, resulting in a lower Pε. However, one should keep in mind that the number of
iterations is still far lower as in classical searching algorithm even in these situations.

Let us examine several bounds for
√

M/N .

• It is unambiguous that
√

M/N must be less or equal one, since it would
stand for more marked states than the entire number of entries in the
database.

• A trivial solution is when
√

M/N is equal to one, which means an initial

angle
Ωγ

2 = π
2 , which implies no needed rotation. Each measurement carries

out the proper solution, however, this case happens occasionally.
• Let us determine the values for M

N
when it is worth performing the mea-

surement directly without any iteration, i.e. Lopt0
= 0. According to (16)

and taking into account the property sin(x) = cos
(

π
2 − x

)
and (14),

lopt0 =
π
2 − Ωγ

2

2
Ωγ

2

=
arccos

(√
M
N

)

2 arcsin
(√

M
N

) < 0.5,

or

arccos

(√

M

N

)

< arcsin

(√

M

N

)

.

Employing simple trigonometrical calculus (see Fig. 10) it turns out a
solution

√
2

2
<

√

M

N
≤ 1,

from which the bounds become

(22)
1

2
<
M

N
≤ 1.

Since, sin
(

Ωγ

2

)

= M
N

, therefore expression (22) is equivalent to π
4 < Ωγ ≤ π

2

in terms of initial state angle. If Lopt0 = 0 we have two choices. Either
we perform measurement without any iteration. The probability of success
is in this case Ps = M

N
≥ 1

2 . Or we double the size of the database using

unmarked entries. Hence, M
N

⇒ M
2N

< 1
2 and we can increase the accuracy

(Ps) at the cost of more iteration steps. Clearly speaking the size of the
database does not need to be increased instead only one qubit should be
added to the index qregister and the Oracle should be programmed in that
way it answers f(x) = 0 for x > N !

As an example let M be chosen to 0.75 · 232, whereas the size of the database
should be 32 qubits long. The proportion M

N
= 0.75.Following equations (16) and

(20), there is no need for anz rotation and at the same time Pε = 0.25. Adding a
single qubit to the index register N becomes 233, whereby M

N
= 0.075. For a proper

solution one should apply the Grover’s search iteration twice to obtain an error
probability Pε = 0.033, which is ∼ 86.6% better than previously at a cost of only
for 2 iterations. Finally observing Fig. 11 and 12 one can draw the conclusion that
in typical scenarios where M � N the probability of error is dramatically reduced.
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Figure 10. Intersection of arccos(x) and arcsin(x)
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0.3

P
ε

2 4 6 8 10 12 14 16 18 20
0.7

0.8

0.9

1

Size of the database −− # of qubits

P
s

Figure 11. Varying of the rotation angle Ωγ , the number of iter-
ations l, the Probability of Error Pε and the Probability of Success
(Ps) with increasing size of the database. M = 3, N = 2(2,...,19)

4. Generalized Grover Algorithm

During the analysis of the basic Grover algorithm we found that one should keep
an eye on a contradictory fact, that the result of a search should be obtained using
as less iterations as possible meanwhile achieving high accuracy. For that reason
a generalized Grover’s search algorithm is introduced and discussed in the next
subsections.

4.1. Motivation. According to the utilization of Grover’s database search algo-
rithm in practice, larger quantum systems should be taken into account where the
input index register of the algorithm is given as an arbitrary output state of a
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Figure 12. Varying of the rotation angle Ωγ , the number of iter-
ations l, the Probability of Error Pε and the Probability of Success
(Ps) with increasing size of the database. M = 1, N = 2(2,...,30)

former circuit and the output of the algorithm can feed another circuit without
any measurement. Hence the exact knowledge of the index register after the final
iteration is of great significance.

4.2. Generalization of the Original Grover’s Database Search Algorithm.

In order to give the generalization of the basic Grover algorithm we rewrite in this
subsection the original relations and introduce some new definitions, respectively.

In Section 2.1 the Grover operator was originally defined as

G , HPHO,

where

P , (2|0〉〈0| − I) ,

O , I − 2|y〉〈y|
and

|γ〉 , H⊗n |0〉n =
1√
N

N−1∑

x=0

|x〉,

are determined as defined in (4), (5), where N = 2n denotes the number of items
in the database, again.

Henceforth let us apply some new necessary definitions and practical considera-
tions.

(1) From now onward H should be replaced by an arbitrary unitary transfor-
mation U (H → U).
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(2) The Oracle (O) should rotate the probability amplitude of the marked items
in the index register with an angle of φ in lieu of π, set originally, where
φ ∈ [−π, π]. Thus (5) is altered to

(23) O → Iβ , I +
(
eφ − 1

)∑

x∈S

|y〉〈y|.

(3) Analogue to the Oracle above, the controlled phase gate (P) which was
originally based on the state |0〉 have to be founded on an arbitrary basis
state |η〉 resulting in a multiplication by eθ instead of −1, where θ ∈ [−π, π].
In more exact mathematical formalism

(24) P → Iη , I +
(
eθ − 1

)
|η〉〈η|.

(4) Furthermore the initial state of index register is considered as

(25) |γ〉 ,

2n−1∑

x=0

γx|x〉,

where
∑(2n−1)

x=0 |γx|2 = 1 as appropriate.
(5) Finally the two basis vectors |α〉 and |β〉 consisting of the indexes leading

to unmarked solutions and of the indexes ending in a marked entry should
be redefined, that were originally set in (11) and (12), respectively

|α〉 =
1

√
∑

x∈S |γx|2
∑

x∈S

γx|x〉,(26)

|β〉 =
1

√
∑

x∈S |γx|2
∑

x∈S

γx|x〉,(27)

where S represents the complementary set of indexes to S.

4.2.1. Properties of the Newly Defined Basis Vectors. We digress for a mo-
ment to discuss the properties of newly defined basis vectors |α〉 and |β〉.

• Vector |α〉 is built from items x which do not lead to a solution and
therefore there do not lie in the set S, |α〉 =

∑

x∈S αx|x〉.
• Observing the new basis vectors |α〉 and |β〉 the orthogonality is still

given between them, 〈α|β〉 = 0, since during the pairwise multiplica-
tion within the inner product one of the factors is always zero.

• It is obvious that neither |α〉 nor |β〉 could be |0〉, except the extreme
and unambiguous cases, when the search can not lead to a solution
(since |β〉 = 0) and the case (|α〉 = 0) where a search would be sense-
less since a measurement shows the result with a probability of one,
immediately.

Regarding the definitions in (23) and (23) the generalized Grover operation (G → Q)
looks like as follows

Q = −UIηU†Iβ = −U
(
I +

(
eθ − 1

)
|η〉〈η|

)
U†Iβ

= −
(
UIU−1 +

(
eθ − 1

)
U|η〉〈η|U†) Iβ

Q = −
(
I +

(
eθ − 1

)
|µ〉〈µ|

)
Iβ ,(28)

where

(29) |µ〉 , U|η〉
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and relation U† = U−1 is exploited in consequence of the unitary operation property,
respectively.

Before continuing our examinations, let us prove the completeness of the search.

Lemma 4.1. If the state vectors |α〉 and |β〉 are defined according to (26) and (27),
as well as the unitary operator U and an arbitrary state |η〉 are taken in such a way
that U|η〉 lies within the vector space spanned by the state vectors |α〉 and |β〉, then
the generalized Grover operator (Q) preserves this 2-dimensional vector space.
For any |v〉 ∈ V , Q|v〉 ∈ V is true.

Proof. Following the geometrical definition of inner product, the length of the pro-
jection of U|η〉 on vector |β〉 is 〈β|U|η〉 · |β〉. Since U|η〉 is defined in the vector
space V , the vector U|η〉− 〈β|U|η〉|β〉 is parallel to |α〉 and it is exactly the ,,length
of the vector” times |α〉,

U|η〉 − 〈β|U|η〉|β〉 =

√

1 − |〈β|U|η〉|β〉|2|α〉.
Hence, |α〉 can be expressed as

|α〉 =
1

√

1 − |〈β|U|η〉|2
(U|η〉 − 〈β|U|η〉|β〉) .

Vector |µ〉 is considered as an arbitrary unit vector in V

(30) |µ〉2 = cos (Ω) |α〉 + sin (Ω) eΛ|β〉,
where Ω,Λ ∈ [−π, π].

As the next step the generalized Grover operator should be given in V .

(31) Q|β〉 = −UIηU†Iβ |β〉,
the required two dimensional Grover matrix and the basis vectors are searched in
the form of

Q2 =

[
Q11 Q12

Q21 Q22

]

.

As Iβ multiplies every indexes leading to a marked entry by eφ,

(32) Iβ |β〉 = eφ|β〉.
Equation (31) alters considering (32) to

Q|β〉 = −
[
UIU−1 +

(
eθ − 1

)
|µ〉〈µ|

]
eφ|β〉

= −eφ|β〉
(
eθ − 1

)
eφU|η〉〈η|U−1|β〉

= −eφ
((
eθ − 1

)
〈µ|β〉|µ〉 + |β〉

)
.(33)

Applying (30) and the relation 〈µ|β〉 = 〈β|µ〉∗ = sin (Ω) e−Λ, where |µ〉 is according
to (29),

Q|β〉 = −eφ
(
eθ − 1

)
sin (Ω) e−Λ

(
cos (Ω) |α〉 + sin (Ω) eΛ|β〉

)
− eφ|β〉

= −eφ
(
eθ − 1

)
sin (Ω) cos (Ω) e−Λ

︸ ︷︷ ︸

Q21

|α〉

+−eφ
[(
eθ − 1

)
sin2 (Ω) + 1

]

︸ ︷︷ ︸

Q22

|β〉.(34)
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Moreover, the further two entries in Q

Q|α〉 = −
[
I +

(
eθ − 1

)
|µ〉〈µ|Iβ |α〉

]
,(35)

where Iβ |α〉 = |α〉, because only the indexes leading to a solution are rotated by
Iβ otherwise will be maintained, which ends to

(36) 〈µ|α〉 = 〈α|µ〉∗ = cos (Ω) .

Thus, similar to (34)

Q|α〉 = −
[
1 +

(
eθ − 1

)
cos2 (Ω)

]

︸ ︷︷ ︸

Q11

|α〉

+ −
[(
eθ − 1

)
cos (Ω) sin (Ω) eΛ

]

︸ ︷︷ ︸

Q12

|β〉(37)

Now, from (34) and (37) we conclude that Q|α〉 and Q|β〉 is remained in the vector
space V , therefore all the linear superposition

|v〉 = a|α〉 + b|β〉,

of |α〉 and |β〉 transformed by Q still remained in the vector space V . �

Based on equations (34) and (37) we have matrix Q2 in a suitable two dimen-
sional form

Q2 = −

[
1 +

(
eθ − 1

)
cos2 (Ω) eφ

(
eθ − 1

)
sin (Ω) cos (Ω) e−Λ

(
eθ − 1

)
cos (Ω) sin (Ω) eΛ eφ

[
1 +

(
eθ − 1

)
sin2 (Ω)

]

]

= −

[

eθ cos2 (Ω) + sin2 (Ω) eφe−Λ
(
eθ − 1

) sin(2Ω)
2(

eθ − 1
)
eΛ sin(2Ω)

2
eφ
[
eθ sin2 (Ω) + cos2 (Ω)

]

]

.

(38)

From this point forward Q always refers to the two dimensional Grover matrix, if
otherwise not indicated.

4.3. Required Number of Iterations in the Generalized Grover’s Search

Algorithm. After being acquainted with the 2-dimensional generalized Grover
operator Q, the optimal number of iterations lopt during a search should be derived.
Thus, we follow the assumption

〈α|Qlopt |γ〉 = 0,

which stands for having an index register orthogonal to the vector including all the
indexes which do not lead to a solution. Because |α〉 and |β〉 are orthogonal, this
assumption can be interpreted as Qlopt |γ〉 is parallel to |β〉 i.e. Qlopt |γ〉 = eδ|β〉.
In this case sure success can be reached after a measurement. Since Q is an unitary
operator and therefore it is a normal operator, hence it has a spectral decomposition

(39) Q = q1|ψ1〉 + q2|ψ2〉,

where q1,2 denote the eigenvalues of Q and |ψ1,2〉 stand for the eigenvectors of Q,
respectively, with the concatenation

(40) Q|ψ1,2〉 = q1,2|ψ1,2〉,
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where 〈ψ1|ψ2〉 = 0, because of the orthogonality between the eigenvectors. The
eigenvalues determined from the characteristic equation det {Q − qI} = 0 (see Ap-
pendix A) are

(41) q1,2 = −e( θ+φ
2 ±∆).

In addition we claim the following restriction on the angle ∆

(42) cos∆ = cos

(
θ − φ

2

)

+ sin2 (Ω)

(

cos

(
θ + φ

2

)

− cos

(
θ − φ

2

))

.

In possession of the eigenvalues the next step towards the optimal number of
iterations is the determination of the normalized eigenvectors |ψ1,2〉, which are

|ψ1〉 = cos (z) e(φ
2 −Λ)|α〉 + sin (z) |β〉,(43)

|ψ2〉 = − sin (z) e(φ
2 −Λ)|α〉 + cos (z) |β〉,(44)

where

sin2(z) =
sin2 (2Ω) sin2

(
θ
2

)

2
(

1 − cos
(

θ
2

)
cos
(

φ
2 − ∆

)

− 2 cos (2Ω) sin
(

θ
2

)
sin
(

φ
2 − ∆

)) .

The detailed derivation of the eigenvectors and eigenvalues can be found in the
Appendix (A and B).

Due to the spectral decomposition and the relation 〈ψ1|ψ2〉 = 〈ψ2|ψ1〉 = 0,

Ql = ql
1|ψ1〉〈ψ1| + ql

2|ψ2〉〈ψ2|
= (−1)

l
e·l( θ+φ

2 ) ·

·
[

e2( φ
2
−Λ) (el∆ cos2 (z) + e−l∆ sin2 (z)

)
 sin (l∆) sin (2z) e( φ

2
−Λ)

 sin (l∆) sin (2z) e−( φ
2
−Λ) el∆ sin2 (z) + e−l∆ cos2 (z)

]

.

(45)

Using (45), l can be derived by

(46) 〈α|Ql|γ〉 = 0,

which is fulfilled if both –the real and the imaginary– part of (46) are equal to zero.
Let |γ〉 be defined as an arbitrary unit vector in V

|γ〉 = cos (Ωγ) |α〉 + sin (Ωγ) eΛγ |β〉.
Thus,

〈α|Ql|γ〉 = cos (Ωγ)Ql
11 + sin (Ωγ) eΛγQl

12 =

= cos (Ωγ)
[
el∆ cos2 (z) + e−l∆ sin2 (z)

]
+

+ e(φ
2 −Λ+Λγ) sin (l∆) sin (2z) sin (Ωγ) = 0(47)

The real part of (47) is

<
{
〈α|Ql|γ〉

}
= cos (Ωγ)

[
cos (l∆) cos2 (z) + cos (l∆) sin2 (z)

]

︸ ︷︷ ︸

cos(l∆)

−

− sin

(

Λγ − Λ +
φ

2

)

sin (l∆) sin (2z) sin (Ωγ) =
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(48) = cos (Ωγ) cos (l∆) − sin (Ωγ) sin (l∆) sin (2z) sin

(

Λγ − Λ +
φ

2

)

= 0,

whereas the imaginary one is equal to

=
{
〈α|Ql|γ〉

}
= cos (Ωγ)

[
sin (l∆) cos2 (z) − sin (l∆) sin2 (z)

]

︸ ︷︷ ︸

sin(l∆) cos(2z)

+

+cos

(

Λγ − Λ +
φ

2

)

sin (l∆) sin (2z) = 0.

Since, sin (l∆) 6= 0, the imaginary part becomes

=
{

〈α|Ql|γ〉
}

=

= cos

(

Λγ − Λ +
φ

2

)

sin (2z) sin (Ωγ) + cos (Ωγ) cos (2z) = 0.(49)

4.3.1. Matching Condition. Equation (49) does not depend on l, which makes it
appropriate to determine the so called ,,matching condition” (MC), the relationship
between θ and φ,

cos

(

Λγ − Λ +
φ

2

)

= − cot (2z) cot (Ωγ) ,

and thus

(50) tan

(
φ

2

)

=
cos (2Ω) + sin (2Ω) · tan (Ωγ) cos (Λ − Λγ)

cot φ
2 − tan (Ωγ) sin (2Ω) sin (Λ − Λγ)

.

It is worth emphasizing, that according to (42) ∆ is 4π periodical in function of θ,
which includes clasping a 4π range of φ by determining φ form θ, since ∆ is also
depends on φ. This seems to be in contradiction that the eigenvalues q1,2 should
be 2π periodical in θ and φ. This problem can be eliminated if φ is calculated for
the range [−2π, 2π] in function of θ ∈ [−2π, 2π]. Practically ±2π should be added
to φ if it has a cut-off in the function.

−2pi  −pi 0  pi 2pi 
−2pi

−pi

0      

pi

2pi

θ

φ

Figure 13. The angles φ vs. θ without and with correction

The points where φ (θ) has cut-off’s within the range of [−π, π] are the points
where

φ = ±π ⇒ tan

(
φ

2

)

= ±∞.
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Inasmuch as, the numerator of the matching condition in (50) is constant in θ, the
denominator have to be zero to achieve the condition φ = ±∞. The cut-off angles
θco1,2

can be derived from denominator of (50) as follows. From (50),

cot

(
φ

2

)

= tan (Ωγ) sin (2Ω) sin (Λ − Λγ)

the cut-off angles in [−2π, 2π] are

θco1
= 2arctan (tan (Ωγ) sin (2Ω) sin (Λ − Λγ)) ,(51)

θco2
= θco1

± 2π.(52)

By means of this correction 2π periodicity of ∆ is achieved, hence, the eigenvalues
and eigenvectors of Q, even Q itself can boast a 2π periodicity in θ.

4.3.2. Optimal Number of Iterations. Now, the way is open to determine l from
(49) which provides a measurement with Pε = 0. The matching condition (50)
should be also considered leading to

cos

(

l∆ + arcsin

(

sin

(
φ

2
− Λ + Λγ

)

sin (Ωγ)

))

= 0,

which is equivalent to

(53) l∆ = ±π
2
± iπ − arcsin

(

sin

(
φ

2
− Λ + Λγ

)

sin (Ωγ)

)

,

where ±iπ is omitted from the right hand side, because it would result in a bigger l.
Unlike the basic algorithm where i > 0 could result in a more accurate measurement
in case of the generalized algorithm i = 0 provides Pε = 0, Expression (53) can be
interpreted in the following way. The generalized Grover operator (Q) rotates the
new initial state |γ〉′ with the initial angle Ωγ = arcsin

(
sin
(

φ

2
− Λ + Λγ

)
sin (Ωγ)

)
in

a plane V ′ spanned by the basis vectors |α〉′ and |β〉′ with a single rotation angle
∆ towards |β〉′ as it is depicted in Fig. 14. It shall be remarked that |α〉′ and |β〉′
are real valued axes while |α〉 and |β〉 are complex valued.
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Figure 14. Geometrical interpretation of the generalized Grover iteration
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Because of the arbitrary sing of sin
(

φ
2 − Λ + Λγ

)

, Ω′
γ can take different values,

depending on

(54) ν = arcsin

(

sin

(
φ

2
− Λ + Λγ

)

sin (Ωγ)

)

,

where arcsin(·) and arccos(·) are defined as

|arcsin (·)| ≤ π

2
and

0 ≤ arccos (·) ≤ π.

If ν is positive the initial angle Ω′
γ could be (π − ν) or (ν), in the other case the

possible values are (−π+ν) or (−π). According to the matching condition |∆| ≤ π
2 ,

and because +|β〉 is as appropriate for final state as −|β〉 therefore ±|β〉 can be
reached from Ω′

γ by means of an overall rotation smaller than π
2 . The number of

iteration lMC can be expressed from (53) as

(55) lMC =

π
2 −

∣
∣
∣arcsin

(

sin
(

φ
2 − Λ + Λγ

)

sin (Ωγ)
)∣
∣
∣

∆
,

which leads to a sure success measurement.

0 pi 2pi
0

1.54

5

10

θ

l

Figure 15. Number of iteration l assuming the matching con-
dition is fulfilled, when the parameter setting was Ω = 0.5,
Ωγ = 0.0001, Λγ = 0.005, Λ = 0.005

4.3.3. The Final State of the Index Register Before the Measurement. An important
case could arise when the output of the Grover algorithm should be applied as an
input to another circuit. It could be helpful to know the final state of the index
register without measuring it. If the initial state with a global phase factor is
expressed as

|γ〉 =
[
cos (Ωγ) |α〉 + sin (Ωγ) eΛγ |β〉

]
· eδ,

after lMC iterations

QlMC |γ〉 = eδe(lMC(π+ φ+Θ
2 +ε))|β〉,

where
(−1)

lMC = eπ·lMC .
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and

ε = arctan

(

cot

(
φ

2
− Λ + Λγ

))

.

4.3.4. Possible Variable Settings According to lMC . The required number of gener-
alized Grover iteration lMC in (55) refined by the matching condition is typically
not an integer. Hence, several cases are worthwhile to discuss how to employ the
generalized Grover operator (Q) in order to provide sure success.

(A) In this case the variables |γ〉, |µ〉, φ and θ are predefined. Unfortunately,
this fact does not guarantee sure success. A subtask of this assumption is
if the settings are θ = φ = π and Λ = Λγ as well as Ω = Ωγ ⇒ |γ〉 = |µ〉,
which leads to the original Grover operator, introduced in Section 2.1.

(B) In the second case let us suppose freely adjustable rotation angles φ and

θ. The optimal θopt is computable from ∂lMC

∂θ
= ∂lMC

∂φ
· dφ

dθ
+ ∂lMC

∂θ
= 0,

i.e. we determine the minimum point of lMC in Fig. 15, from which the
optimal rotation angle φopt can be derived applying the matching condition
(50), and henceforth the optimal number of iterations lopt may be find out
according to (55), respectively. Since l is not an integer for sure, the –to the
next nearest superior positive integer– rounded up Lopt1 should be taken
into account. In consequence of this deferral, the matching condition is
harmed, which infer a calibration of the angle θ and φ. From Lopt1 we can
calculate φ′

opt1
from (55) and substituting it into (50) we get θ′opt1

.
(C) In our last case we strive for a single rotation step to the solution. For this

purpose only the initial state |γ〉, thus also Ωγ and Λγ is given antecedently,
whereas all the other parameters are freely customizable.

Starting form equation (55), with LMC = 1

∆ =
π

2
− arcsin

(

sin

(
φ

2
− Λ + Λγ

)

sin (Ωγ)

)

.

In addition taking the cosine of both sides and substituting cos(∆) form
(42) leads to

(56) tan

(
φ

2

)

=
sin (Ωγ) sin (Λγ − Λ) − cos

(
θ
2

)

sin
(

θ
2

)
cos (2Ω) − cos (Λγ − Λ) sin (Ωγ)

after some trigonometrical calculus. In order to fulfil the matching condi-

tion expression (56) should be set equal to tan
(

φ
2

)

in (50) by tuning the

variables Ω, Λ and θ. This method corresponds to the following visualiza-
tion: for a given initial state |γ〉 the reflection axis |µ〉 is tuned in the vector

space V in such a way that it leads to a single rotation to eδe(π+ φ+θ
2 +ε),

resulting in a solution with a probability of one after a measurement. It
should be emphasized that in the original Grover algorithm |µ〉 = |γ〉 is
used.

5. Example

(1) In this example let us have a look at the possible setting of variables in
the generalized Grover’s search algorithm introduced in Section 4.3.4–C.
We examine the algorithm by setting the variables Λ = Λγ and θ = φ =
π resulting almost in the original Grover operator (G), except that the
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reflection axis |µ〉 of the inversion about average operator differs from |γ〉.
From equations (50) and (56)

cos (2Ω) + sin (2Ω) tan (Ωγ)

cot
(

θ
2

) =
cos
(

θ
2

)

sin (Ωγ) − sin
(

θ
2

)
cos (2Ω)

,

cos (2Ω) + sin (2Ω) tan (Ωγ) = 0,

resulting in

Ω =
π
2 − Ωγ

2
,

which meets our requirement Lopt = 1.
Finally we emphasize that the definition of Ωγ is different in case of basic

and the generalized Grover algorithm. In the former case Ωγ denotes the
double of the angle between |γ〉 and |α〉. In the latter case Ωγ refers to the
angle between |γ〉 and |α〉.

6. Conclusions

In this paper we introduced a new generalized Grover operator description ap-
plied in quantum database search algorithm. We reviewed the basic Grover data-
base search algorithm and introduced the general Grover operator. We also showed
that it is possible to perform a quantum database search using only a single iteration
with possibility of success equal one after a measurement.
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[20] C. Dürr, P. Hoyer, “A quantum algorithm for finding the minimum,” 1996. e-print quant-

ph/9607014.
[21] A. Ahuja, S. Kapoor, “A quantum algorithm for finding the maximum,” e-print quant-

ph/9911082.
[22] S. Imre, F. Balázs, Quantum Multi-User Detection in” Application & Services in Wireless

Networks”, pp. 126–133. Innovative Technology Series, Hermes Penton Science, 2001. ISBN:
1-9039-9630-9.

[23] S. Imre, F. Balázs, “Non-coherent multi-user detection based on quantum search,” IEEE

International Conference on Communication (ICC), 2002.
[24] S. Imre, F. Balázs, “A tight bound for probability of error for quantum counting based mul-

tiuser detection,” IEEE International Symposium on Information Theory (ISIT’02), p. 43,

Juni 30- July 5 2002.
[25] L. Grover, “Tradeoffs in the quantum search algorithm,” 2002. e-print quant-ph/0201152.

Appendix A. Eigenvalues of the generalized Grover operator (Q)

First, we give a detailed derivation of the eigenvalues of the generalized Grover’s
search algorithm solving the characteristic function det {Q − qI}, which is a quiet
hard task.

(Q11 − q) (Q22 − q) −Q12Q21 = 0,

q1,2 =
Q11 +Q22 ±

√

(Q11 +Q22)
2 − 4 (Q11Q22 −Q12Q21)

2
.(57)

With the assumption of the basis independent product of eigenvalues with the form
of det {Q} = q1q2 as well as with the form of eigenvalues of unitary operators eε,

(58) det (Q) = Q11Q22 −Q12Q21,

Q11Q22 = (−1)(−1)
[

1 +
(

e
θ − 1

)

cos2 (Ω)
]

e
φ
[

1 +
(

e
θ − 1

)

sin2 (Ω)
]

= e
φ




1 +

(

e
θ − 1

) (
sin2 (Ω) + cos2 (Ω)

)

︸ ︷︷ ︸

≡1

+
(

e
θ − 1

)2

sin2 (Ω) cos2 (Ω)






= e
φ

[(

e
θ − 1

)2

sin2 (Ω) cos2 (Ω)

]

.(59)
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Q12Q21 = (−1)(−1)eφ
(

e
θ − 1

)

sin (Ω) cos (Ω) eΛ
(

e
θ − 1

)

sin (Ω) cos (Ω) e−Λ =

= e
φ
[(

e
θ − 1

)

sin2 (Ω) cos2 (Ω)
]

.(60)

Substituting (59) and (60) in (58),

(61) det (Q) = e(θ+φ),

since qi = eεi , by which the eigenvalues of the generalized Grover operator are

(62) q1,2 = −e( θ+φ
2 ±∆).

Furthermore, it is known that the trace of Q can be expressed as

(63) Q11 +Q22 = q1 + q2,

resulting in

Q11 +Q22 =

= −
[

1 +
(

e
θ − 1

)

cos2 (Ω) + e
φ
(

e
θ − 1

)

sin2 (Ω)
]

= −




1 − cos2 (Ω)
︸ ︷︷ ︸

sin2(Ω)

+eθ cos2 (Ω)
︸ ︷︷ ︸

1−sin2(Ω)

+eφ+

+e(φ+θ) sin2 (Ω) − e
φ sin2 (Ω)

]

=

= −
[

sin2 (Ω) + e
θ + e

φ − sin2 (Ω)
(

−eθ − e
φ + e

(φ+θ)
)]

,(64)

where the equality stands if both the real and the imaginary part of (64) holds
separately. The imaginary one looks like

={Q11 +Q22} =

= −
[
sin (θ) + sin (φ) + sin2 (Ω) (− sin (θ) − sin (φ) + sin (φ+ θ))

]
=

= −

{

2 sin

(
φ+ θ

2

)

cos

(
φ− θ

2

)

+

+ sin2 (Ω)

[

sin

(
φ+ θ

2
cos

(
φ− θ

2

))

+ 2 sin

(
φ+ θ

2

)]}

,(65)

where the trigonometrical definition
[
sinx+ sin y = 2 sin

(
x+y

2

)
cos
(

x+y
2

)]
is em-

ployed. Applying (62) on (63) and substituting into (64),

={q1 + q2} = −
{

sin

(
θ + φ

2
+ ∆

)

+ sin

(
θ + φ

2
− ∆

)}

= −2 sin

(
θ + φ

2

)

cos (∆) .(66)
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From (65) and (66),

cos ∆ = cos

(
φ− θ

2

)

+ sin2 (Ω)

(

cos

(
θ + φ

2

)

− cos

(
φ− θ

2

))

= cos

(
φ− θ

2

)

− 2 sin2 (Ω) sin

(
φ

2

)

sin

(
θ

2

)

= cos

(
φ

2

)

cos

(
θ

2

)

+ sin

(
φ

2

)

sin

(
θ

2

)
[
1 − 2 sin2 (Ω)

]

= cos

(
φ

2

)

cos

(
θ

2

)

+ sin

(
φ

2

)

sin

(
θ

2

)

cos (2Ω) .(67)

The derivation of the real part of (64) is straightforward, hence,

<{Q11 +Q22} =

−
[

2 cos

(
θ + φ

2

)

cos

(
θ − φ

2

)

+ sin2 (Ω) · 2 cos2
(
θ + φ

2

)]

,(68)

thus

(69) <{q1 + q2} = −2 cos

(
θ + φ

2

)

cos (∆) ,

whereas we reached the same result as in (67)

cos∆ = cos

(
θ − φ

2

)

+ sin2 (Ω)

(

cos

(
θ + φ

2

)

− cos

(
θ − φ

2

))

,

as it was shown in (42).
Consequently, only one restriction is noticeable, namely on cos∆, which is

cos∆ = cos (−∆). At the same time according to the special form of the eigenval-
ues in (62) the two ∆’s are equivalent to each other, since both lead to the same
eigenvalue pair.

Appendix B. Eigenvectors of the generalized Grover’s search

algorithm

In possession of knowledge about Q and the eigenvalues q1,2, derived above in
(62), also the eigenvectors should be found out to the full description of the spectral
decomposition of Q.

Starting form (40) and the expression

(70) |ψ1〉 = ψ1α|α〉 + ψ1β |β〉,
a homogenous linear equation system is obtained

Q11ψ1α +Q12ψ1β = q1ψ1α,

Q21ψ1α +Q22ψ1β = q2ψ1β ,(71)

from which

ψ1α

ψ1β

=
q1 −Q22

Q21
,(72)

ψ1β

ψ1α

=
q1 −Q11

Q12
.(73)
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Apparently, there are infinite many solution of (71), which difference in a scalar
factor. For our purposes we only need those with a unit length in a form

(74) |ψ〉norm = cos(z)eC |α〉 + sin(z)|β〉.

According to (72) let ψ1α = q1 −Q22 and ψ1β = Q22. From the possible solutions
we focus our attention on those, which has unit length, ‖|ψ1〉norm‖ = 1, thus,
∣
∣cos(z)eC

∣
∣
2

+ |sin(z)|2 = 1, where

sin2(z) =
|ψ1β |2

|ψ1α|2 + |ψ1β |2
,(75)

cos2(z) =
|ψ1α|2

|ψ1α|2 + |ψ1β |2
.(76)

Following our antecedent establishments

|ψ1α|2 = |q1 −Q22|2 =

=

<()
︷ ︸︸ ︷
(

− cos

(
θ + φ

2
+ ∆

)

+ sin2(Ω) cos

(
θ + φ

2

)

+ cos2(Ω) cos(φ)

)2

+

+

(

− sin

(
θ + φ

2
+ ∆

)

+ sin2(Ω) sin

(
θ + φ

2

)

+ cos2(Ω) sin(φ)

)2

︸ ︷︷ ︸

=()

,

(77)

and

(78) |ψ1α|2 = ψ1αψ
∗
1α,

(79) |ψ1β |2 = ψ1βψ
∗
1β ,
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respectively. As the next step let us derive |ψ1α/ψ1β |2 as follows
∣
∣
∣
∣

ψ1α

ψ1β

∣
∣
∣
∣

2

=
−e( θ+φ

2
+∆) + eφ

[(
eθ − 1

)
sin2 (Ω) + 1

]

−eφ (eθ − 1) sin (Ω) cos (Ω) e−Λ
·

·
−e−( θ+φ

2
+∆) + e−φ

[(
e−θ − 1

)
sin2 (Ω) + 1

]

−e−φ (e−θ − 1) sin (Ω) cos (Ω) eΛ

=

(

1 − e( θ−φ
2

+∆) +
(
eθ − 1

)
sin2 (Ω)

)

(eθ − 1) (e−θ − 1) sin2 (Ω) cos2 (Ω)
·

·

(

1 − e−( θ−φ
2

+∆) +
(
e−θ − 1

)
sin2 (Ω)

)

(eθ − 1) (e−θ − 1) sin2 (Ω) cos2 (Ω)

=

[

1 − e( θ−φ
2

+∆) − e−( θ−φ
2

+∆) + 1
]

+
[
1 − e−θ − eθ + 1

]
sin4 (Ω)

sin2 (Ω) cos2 (Ω) [1 − e−θ − eθ + 1]
+

+
sin2 (Ω)

[

eθ − 1 − e( θ+φ
2

−∆) + e−( θ−φ
2

+∆) + e−θ − 1 − e−( θ+φ
2

−∆) + e( θ−φ
2

+∆)
]

sin2 (Ω) cos2 (Ω) [1 − e−θ − eθ + 1]
=

=
2 − 2 cos

(
θ−φ

2
+ ∆

)
− sin2 (Ω) cos2 (Ω) [2 − 2 cos (θ)]

sin2 (Ω) cos2 (Ω) [2 − 2 cos (θ)]
+

+
sin2 (Ω)

[
2 − 2 cos (θ) − 2 + 2 cos (θ) − 2 cos

(
θ+φ

2
− ∆

)
+ 2 cos

(
θ−φ

2
+ ∆

)]

sin2 (Ω) cos2 (Ω) [2 − 2 cos (θ)]
=

=
2 − 2 cos

(
θ−φ

2
+ ∆

)
−

sin2(2Ω)
︷ ︸︸ ︷

sin2 (Ω) cos2 (Ω) 4 sin2
(

θ
2

)

sin2 (2Ω) sin2
(

θ
2

) +

+
sin2 (Ω)

[
2 cos

(
θ−φ

2
+ ∆

)
− 2 cos

(
θ+φ

2
− ∆

)]

sin2 (2Ω) sin2
(

θ
2

)(80)

Keeping in mind the expression (75), in which |ψ1α/ψ1β |2 is given in (80),

|ψ1β |
2

|ψ1α|2 + |ψ1β |2
=

sin2 (2Ω) sin2
(

θ
2

)

2 − 2 cos
(

θ−φ

2
+ ∆

)
sin2 (Ω)

[
2 cos

(
θ−φ

2
+ ∆

)
− 2 cos

(
θ+φ

2
− ∆

)]

=
sin2 (2Ω) sin2

(
θ
2

)

2 − 2 cos
(

θ−φ

2
+ ∆

)
+ 4 sin2 (Ω) sin

(
θ
2

)
sin
(

φ

2
− ∆

)

=
sin2 (2Ω) sin2

(
θ
2

)

2 − 2 cos
(

θ
2

)
cos
(

φ

2
− ∆

)
− 2 sin

(
θ

2

)

sin

(
φ

2
− ∆

)

+ 4 sin2 (Ω) sin

(
θ

2

)

sin

(
φ

2
− ∆

)

︸ ︷︷ ︸

sin( θ
2 ) sin( φ

2
−∆)

(
4 sin2 (Ω) − 2

)

︸ ︷︷ ︸

−2 cos(2Ω)

sin2(z) =
sin2 (2Ω) sin2

(
θ
2

)

2
(
1 − cos

(
θ
2

)
cos
(

φ

2
− ∆

)
− 2 cos (2Ω) sin

(
θ
2

)
sin
(

φ

2
− ∆

)) .(81)

(82) cos2(z) = 1 − sin2(z).

Finally, to determine the eigenvectors |ψ1,2〉, only eC part is remaining in (74).
Considering the relation

ψ1α

ψ1β

=
cos (z)

sin (z)
eC1 ,
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and thus ∣
∣
∣
∣

ψ1α

ψ1β

∣
∣
∣
∣

2

= cot2(z)e2C1 =
Q12

Q21
· q1 −Q22

q1 −Q11
,

where equations (72), (73) were employed, and

cot(2z) =
cos2 (z) − sin2 (z)

2
√

sin2 (z) cos2 (z)
=

|ψ1α|2 − |ψ1β |2

2
√

|ψ1α|2 |ψ1β |2
,

respectively. It can be proved that

q1 −Q22

q1 −Q11

is a real number, which implies that

(
eC1

)2
=
Q12

Q21
=
e−Λeφ

e−Λ
= e(φ−2Λ),

from which follows

(83) eC1 = ±e(φ
2 −Λ).

Based on (83) the normalized eigenvector

(84) |ψ1〉 = cos (z) e(φ
2 −Λ)|α〉 + sin (z) |β〉.

Eigenvector |ψ2〉 have to be calculated in a similar way, where the other eigenvalue
q2 should be taken into account, which results in a simple sign change of ∆. Due to
the definition of C2 in (74), it does not depend on the sign of ∆, thus eC2 = ±eC1 .
To become the eigenvectors |ψ1〉 and |ψ2〉 orthogonal, eC2 must be equal to −eC1 ,
whereas the second eigenvector will be

(85) |ψ2〉 = − sin (z) e(φ
2 −Λ)|α〉 + cos (z) |β〉.
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